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Abstract: In 2012, convolutional neural networks (CNN) has been popularized 

through AlexNet architecture, which has won the ImageNet Large Scale Visual 

Recognition Challenge. Since then, CNN has been applied in various applications 

such as object tracking, visual surveillance, action recognition and many more. For 

single object tracking, MDNET tracker which uses CNN as the basis for feature 

extraction has won the visual object tracking (VOT) challenge in 2015. In this talk, 

I will explain the evolution of CNN-based tracker starting from DeepTrack until 

the most recent ones. There are three main components in devising a CNN-based 

tracker which are model initialization, search and matching procedures and model 

update. Model initialization function is to train the network parameters to fit the 

appearance model of the tracked object. Search and matching procedures then 

take the trained model and find the most similar patches in the consequent frames. 

Appearance model of the tracked object will normally change when the object of 

interest moves. Thus, the trained model needs to be updated and pruned to avoid 

model drift issue. However, the most important aspect of a CNN-based tracker is 

the network architecture itself. The most used architecture consists of several 

layers of CNN coupled with few fully connected (FC) layers. However, the majority 

of trackers use fixed pre-trained CNN layers, while the FC layers are trained online 

during the first frame. Few trackers also manage a collection of FC models instead 

of a single model, which are updated sequentially in various types of structure 

that include tree and hierarchical approaches. I will also share several other CNN-



based architectures of single object tracker. To train a CNN-based tracker, both 

positive and negative samples are collected by pivoting the sampling centroid on 

the tracked object. The same sampling procedures are also used in the model 

update, where the samples are collected for a few frames before the appearance 

model is retrained by initializing the parameters using the best-matched 

parameters. 
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